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An Overview of Big Data

A What isBig Datawhy are we discussing it?

A A brief history oHigh Performance Computing
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A High level architectural overview
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A Some Innovative Use Cases
I Science and technology
I Social Networking and the Web

Analytics
Inside




-
What i1sBig Datawhy are we discussing it?

A Data, data, and more data

I Facebookvith 800+ million users generating something
like 1.5 TB of data per day, storing over 70 PB of data

I Google indexes the Web

A Scientific data; megabytes, gigabytes, terabytes,
petabytes,exabytes and nowzettabytes
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What i1sBig Datawhy are we discussing it?

A Data, data, and more data

I Facebookvith 800+ million users generating something like 1.5
TB of data per day, storing over 70 PB of data

I Google indexes the Web
A Scientific datac megabytes, gigabytes, terabytes,
petabytesexabytes and nowzettabytes
I 2 ZB stored bgrganizations by end of 2012!
I 1+ ZB IP traffic annually by 2016
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What i1sBig Datawhy are we discussing it?

A Data, data, and more data

I Facebook with 1 billion+ million users generating something lil
1.5 TB of data per day, storing over 70 PB of data

I Google indexes the Web
A Scientific datac megabytes, gigabytes, terabytes,
petabytesexabytes and nowzettabytes
I 2 ZB stored bgrganizations by end of 2012!
I 1+ ZB IP traffic annually by 2016
I Only one more size to gthe yottabyte

How can we ever process this amount of data?
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-
What i1sBig Datawhy are we discussing it?

A How can we ever process this amount of data?
I Have we finally collected more data than is feasible to
use?
Aaz22NB5Qa fl g 2F LINRPOSaa
physics of data transfer limitations

I At 100 MB/sec disk transfer speed, how long does it
take to read 1 TB of data? How about 1 PB?7?7??

I What if we can read from 10 disks simultaneously?
il 2¢g |02dzi mMmnn RA&AT1TAK wmnan
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-
What i1sBig Datawhy are we discussing it?

A Scaling up versus scaling out

I Monolithic, proprietary systems are expensive to expand
A Frame size limits
A Interconnect complexities
A Shared everything scalability

I But lots of commoditized systems are hard to manage!
A Software distribution
A Crossbars and switching stacks
A2S | taz2z KI@S (2 O2yaARSNJ RAA]
Include redundancy in our discussion.
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-
What i1sBig Datawhy are we discussing it?

A But adoption is occurring at a staggering pace.

A Web scale corporate adoption began about 8 years
ago.

A Corporate adoption was slower, but has quickly
become mainstream.

I Growth in services and products
A Saa%ind PaaSadoption

I Review of hiring patterns shows rapid expansion
I 444 LinkedIn Big Data Groups
I MeetUp, et al activity
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_______________________________________
Big Data ProcessimgSome History

A Beowulfc early rather primitive attempt to use
commodity computers to dparallelcomputing

A Sun Grid Engine, Appigrid 1BM HPC, Oracle Grid
Engine, and many, many more

A MPI,OpenMRI), PVM and others
A Microsoft Dryad; Microsoft.NET based
i hFOSYy RS asupdkset ShNRapReducdte o
I Actually, pretty powerful and was based on Microsoft HPC
platform

A And now,Hadoop
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Big Data ProcessimgSome History

A So, what isHadoopand what problems does it
address?

I Writing parallel programs is difficult and error
prone when they share information and state

I Monolithic systems are expensive to expand

I Commoditized hardware is cheaper, but much
more errorprone

AWill the failure of a single component compromise the
entire system?
A\nalytic.; b
Insic;le )
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- ________________________________________
Big Data Processing Systems

A Hadoopc Java based Platform from Apache

I Distributed File System from Yahoo! Based on the Google Distributed
Files System, arBigTable

i MapReduce D22 3f SQa Tl Y2dza LI NF ff St Al
component of Hadoop. Language independent
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Big Data Processing Systems

A Hadoopc Java based Platform from Apache

I Distributed File System from Yahoo! based on the Google Distributed
Files System, arBigTable

i MapReduceD2 2 3f SQ& Fl Y2dza LI NI £ f St Al
component of Hadoop. Language independent.
A Now an emergent open source community with significant
contributions fromLinkedlr Amazon.comTwitter, |
, and many, many others
i We must mentiorClouderaci KS awSR | Fié 2F | |
A ClouderaDistrosand theClouderaManager
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- ________________________________________
Big Data Processing Systems

A Hadoopc Java based Platform from Apache

I Distributed File System from Yahoo! Based on the Google
Distributed Files System, amigTable

i MapReducegeD2 2 3f SQa Tl Y2dza LJ N¥ f f S
core component of Hadoop. Language independent.

A Now an emergent open source community with
significant contributions from.inked!n Amazon.com
Twitter, , , and many, many others

i We must mentiorClouderaci KS dawSR | (¢ 27
A ClouderaDistrosand theClouderaManager

I MapR Hortonworks IBMBIigInsightsEMCGreenplum HP
Vertica Karmaspherand more
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_______________________________________
The Hadoop Family

A HBase aNoSQldatabase built on top of HDFS
A Hive¢l d {guefiablea Rl G 6o 4S¢ 2F az2Nlia (K|
A Pigck AONALIIAY3 €Fy3dza IS GKIFG LINEPR
A Zookeeper for distributed systems management
A Flume andSqoopfor data acquisition 2
A Ooziefor workflows g - =
A Mahout for machine learning g ‘ég é
Aalye adoasaisSva B = 3
Coordination |
(HDFS) (MapReduce) (Zookeeper)
Java Virtual Machine (Sun Oracle VM) |
Analytics Operating System (Redhat EL 5.6 or CentOS 5.6)

Insiq’e
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NoSQL

A We have all seen the specialized database
explosion
| Teradata machines

I Multidimensional databases and cubes
AOLAP, MOLAP, ROLAP, and HOLAP
A Summarization and materializatio-

I Columnoriented databases
I Streaming databases

A Now we haveNoSQL
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NoSQL

A We have all seen the specialized database
explosion
| Teradata machines

I Multidimensional databases and &
AOLAP, MOLAP, ROLAP, and HOL
A Summarization and materializatio

I Columnoriented databases
I Streaming databases

A Now we haveNoSQL
T CKAA NBLfft& YShtya ayzi
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NoSQL

A ACID versus BASE

i Atomic, consistent, isolated apd
i Basic availability, sofstate, and even
consistency g

A These are endpoints acfoss® continuum!

e
< ACID BASE
N
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Document-Oriented
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The Basic Hadoop Architecture

A One JobTracker per Hadoop

instance
i /fASyda daadz®
JobTracker
I Validates job and adds to
Job Queue

I Schedules Job fragments
(Map, Reduce, or
intermediate steps) on
nodes through a TaskTracke
which runs on each node

A Hadoop Distributed File
System (HDFS)

I One NameNode per
Hadoop instance
A Manages all metadata

A Manages DataNodes
which store replicated
versions of all data

T All data is immutable!

hadoop-namenode

MapReduce JobTracker

Layer /\

HDFS

Layer NameNode

MapReduce TaskTracker TaskTracker

Layer
HDFS / \
Layer DataNode DataNode

hadoop-datanode1

hadoop-datanode2
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MapReduce Decomposition

-~

N

Input reader \

% N % N \
A Map 4= Partition
Combine |~l- Reduce \
» Output
= Map 4= Partition Writer
Combine H®™ Reduce /
\ Map -+ Partition
User Job Hadoo User Job
g Y, P g Y,
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MapReduce Decomposition

-

Input reader

-

Y

)

A Map e Partition
Combine = Reduce \.
> Map 4 Partition > ﬁg?:rt
Combine [ Reduce /
\ Map = Partition
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- ________________________________________
The Technology of Big Data

s Map Reduce In three images

Data is processed in parallel
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The Technology of Big Data

s Map Reduce In three images
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The Technology of Big Data

s Map Reduce In three images




The Technology of Big Data

Machine Learning

Data is sorted and assembled

Key
- Key

Data is reduced to a final result
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Hadoop Architecture
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Hadoop Architecture
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